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Application: Inherent risk scoring Is used In anti-money laundering to determine riskiness of an entity before fraudulent acts occur

Problem: Data is scarce and the opinions of financial crime investigators are inconsistent. It is difficult to assign a risk score on an

absolute scale

Hypothesis: We can use experts’ choice-based feedback to determine the true label

From choice to risk score Implementation Results
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(b) Choice set size = 4
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Algorithm 1 Choice Set Diversifier - Size 4

Input: Range of D-optimal profiles R
Select ¢ € N and ¢ € R such that ¢ = 4p where p is prime; p is the number of choice sets
Select three different prime numbers py, p2, p; such that 3 < p; and p < p;p; fori # j.
Without replacement, randomly Assign each of the 4p profiles a profile key from 1 to 4p and place
them into equal sized lists: [A, B, C, D]
Construct a rank(p) square identity matrix, I
For each prime number py, p2, p3:
Construct a rank(p) square permutation matrix, G, , G, G,
Where elements of [B, C, D] are mapped by position index ¢ in each list such that
i+ i+ p; modulo p OR @ — i + p, modulo p OR i — i + p3 modulo p
Define a Group Action G on the vector space of ordered tuples (a, b, ¢, d) where
ac Abe B,ce C,de D such that G = H@Gm @Gm EBG',,B and G+ = G
Action on a Choice Set is given bX A A
G({a1,b1,c1,d1)) =1%a; ® Gy, xby © Gp, % ¢y & Gp, *dy = (a1,b14p,,Clipy, A14py)
Append each ordered list [A, B,C, D] sothat U = A+ B + C + D. U is the first questionnaire

Apply G to the randomized ordered list U to generate the next questionnaire

Stop when ' has been applied to U p number of times
Return p number of unique questionnaires U, U’, U”, - - -
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Model performance and test results
at a large financial institution
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Real world examples

Population Group Profiles SMA Escalations Escalation Rate
IRM Selected Alerted Profiles 1,500 28 1.87
Remaining Scenario Alerted Profiles 2,500 3 0.12

A choice-based questionnaire for determining true labels

SET 1 of 25:

age country pep years
0 twenties nigeria no twothree
1 thirties nigeria yes one
2 fifties italy vyes twothree
3 sixties nigeria vyes fourmore
Enter indices of the most/least
risky customer (0|1|2|3): 1,0

* Equal contribution

(a) Example of a choice set.

Encoded

choice
age country pep years c
—| 0 twenties nigeria no twothree -1.0
ol 1 thirties nigeria yes one 1.0
w2 fifties italy yes twothree 0.0
3 sixties nigeria yes fourmore 0.0
4 thirties italy no one 0.0
] thirties nigeria no one 0.0
»| 6 thirties usa yes one 1.0
7 forties usa no one -1.0

(b) Example data layout.
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