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Implementation ResultsFrom choice to risk score

A choice-based questionnaire for determining true labels

Model performance and test results 

at a large financial institution

Real world examples

Application: Inherent risk scoring is used in anti-money laundering to determine riskiness of an entity before fraudulent acts occur

Problem: Data is scarce and the opinions of financial crime investigators are inconsistent. It is difficult to assign a risk score on an 

absolute scale

Hypothesis: We can use experts’ choice-based feedback to determine the true label
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Synthetic examples evaluated by real 

experts


